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Introduction

Aim. Development of an inductive technology of objective clustering of gene expression
profiles based on a self-organizing SOTA clustering algorithm. Methods. Inductive methods
of complex system analysis were used to implement the inductive technology of objective
clustering of gene expression profiles. The optimal parameters of clustering algorithm were
estimated using internal clustering quality criteria, external criteria and complex balance cri-
teria. Results. Here we present the architecture of the inductive technology of objective clus-
tering based on SOTA clustering algorithm and step-by-step procedure of its implementation.
Charts of the internal, external and complex balance criteria versus the algorithm parameters
were obtained during simulation. This allowed us to determine the optimal parameters of the
algorithm. Conclusion. We have shown a high efficiency of the proposed technology. In case
of analysis of gene expression profiles, this approach allows to implement a step-by-step
cluster-bicluster technology of data grouping at an early stage of gene regulatory network
reconstruction.

Keywords: objective clustering, inductive modeling, SOTA algorithm, clustering quality
criteria, gene expression profiles.

directions of modern bioinformatics. Gene regu-
latory network is a set of genes, which interact

Gene regulatory network reconstruction based on ~ with each other to control the specific cell func-
the gene expression profiles is one of the current  tions. Qualitatively reconstructed gene regulatory
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network allows us to study the influence of the
corresponding group of genes or individual genes
on abilities of the biology objects. Gene expres-
sion profiles, which are obtained by DNA micro-
array experiments or by RNA sequences technol-
ogy are the basis to reconstruct gene regulatory
networks. High dimension of the features space
is one of the gene expression profiles peculiarities.
About tens of thousands genes are contained in
gene expression profiles. It is obvious that recon-
struction of the gene regulatory network based on
full dataset is very difficult task because this
process requests large capacity of computer re-
sources and complicity of the obtained network
complicates the results of its work interpretation.
Therefore, it is necessary at the early stage of
network reconstruction to group studied gene
profiles according to the level of their similarity.
Biclustering technology is current one for solving
this problem. Implementation of this technology
allows grouping objects and genes according to
their mutual correlation. So, in the paper [1]
authors provide a review of a large quantity of
biclustering approaches existing in literature with
analysis of their advantages and disadvantages.
In [2] authors have proposed and implemented
convex biclustering method using gene expres-
sion profiles of the lung cancer patient. The
authors have shown the efficiency of the proposed
method during simulation process. However, it
should be noted that one of the significant prob-
lems of this technology qualitative implementa-
tion is selection of the biclustering level during
objects and genes grouping. Qualitative validation
of the obtained model is another task, which has
no solution currently. High dimension of features
space promotes to large quantity of the obtained
biclusters. Limitation of their quantity by remov-
ing of small biclusters leads to the loss of some
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useful information. To solve this problem we
propose cluster-bicluster technology, the imple-
mentation of which involves two stages: cluste-
ring of gene expression profiles at the first step
and biclustering of the obtained clusters at the
second step. To decrease the reproducibility error
of clustering process the data clustering is per-
formed within the framework of the objective
clustering inductive technology the implementa-
tion of which involves the use of external infor-
mation to correct verification of the obtained
model and the use of internal clustering quality
criteria, external criterion and complex balance
clustering quality criterion. High objectivity is
achieved by using two equal power subsets during
clustering process. The term equal power means
that these subsets contain the same quantity of
pairwise similar objects.

The idea and conceptual basis of the objective
clustering methods have been proposed by
Madala and Ivakhnenko [3] and further develo-
ped in [4, 5]. The authors’ research is based on
the inductive method of complex systems self-
organization models on the basis of Group
Method of Data Handling (GMDH), the idea
and main principles of which are presented in
[6, 7]. Implementation of the proposed method
involves enumeration of the models from simple
to complex ones and selection of the best model
based on qualitative criteria of the studied pro-
cess estimation. However, it should be noted that
the authors’ research is focused mainly on low
dimensional data processing. The [8] presents
objective clustering inductive technology of high
dimensional data. The authors have developed
an architecture of this technology and step-by-
step procedure of its implementation. Practical
implementation of objective clustering inductive
technology based on agglomerative hierarchical
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clustering algorithm is presented in [9]. However,
in spite of the progress achieved there are some
unsolved issues in this field. They are connected
with practical implementation of the objective
clustering inductive technology based on self-
organizing hierarchical clustering algorithms and
verification of the obtained models using diffe-
rent high dimensional data.

The unsolved parts of the general problem are:
» Absence of complex criterial analysis of clus-

tering results which are obtained concurrently
on two equal power subsets based on complex
balance clustering quality criterion that takes
into account: character of objects distribution
relative to mass center of clusters where these
objects are and character of cluster’s mass
centers distribution in features space; diffe-
rence between clustering results which are
obtained using two equal power subsets.

» Practical implementation of objective clus-
tering inductive technology based on existing
clustering algorithm using gene expression
profiles in order to select the best clustering
algorithms for studied data and to determine
the optimal parameters of this algorithm
operation and its practical implementation
within the framework of hybrid models of
gene expression profiles grouping.

The Aim of the paper is the development
of objective clustering inductive technology
of gene expression profiles based on self-or-
ganizing SOTA clustering algorithm.

K={K., Ky, .. K,}, 1 <k<n

Materials and methods

Three principles of inductive methods of com-

plex systems analysis are the basis of objective

clustering inductive technology:

 the principle of heuristic self-organization
or enumeration of clustering models in or-
der to select from them the best ones based
on extremum values of internal and exter-
nal clustering quality criteria;

 the principle of external edition or neces-
sity of the use of several equal power sub-
sets which contain the same quantity of
pairwise similar objects to perform objec-
tive verification of the obtained model;

 the principle of inconclusiveness of solu-
tions or generation of the set of intermediate
results in order to select from them the best
variants based on extremum value of com-
plex balance criterion.
The architecture of objective clustering in-

ductive technology [8] is shown in Fig. 1. The

initial dataset is presented as a matrix:

A= {x,-j}, i=l.n,j=1..m,

where n — is the quantity of the studied objects,
m — 1s the quantity of the objects features. The
aim of the clustering is partition of the objects
into non-empty subsets of pairwise non-inter-
secting clusters in accordance with the cluste-
ring quality criteria taking into account the
properties of the studied objects:

(D

KiOK,U. .. UK =4, KNK=3,i#j,i,j=1,2,..,k

where k — is the clusters quantity. Objective
clustering inductive technology is based on the
inductive methods of complex systems analysis,
which involves sequential enumeration of clus-

tering in order to select from them the best vari-
ants. Let W — is the set of available clustering
for equal power datasets A4 and B. Clustering is
optimal if the following condition is performed:
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Problem statement
Aims formation

Data analysis and preprocessing
— filtration, normalization
— features reducing

I

Determination of the affinity function
Equal power subsets formation

Fig. 1. Architecture of objective
clustering inductive technology

Choice and setup of
the clustering algorithm

Data clustering Data clustering
for subset A for subset B
Clusters formation Clusters formation
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Estimates formation
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Criteria @
calculation
Kopt = argmin QC(K) or KOPf — argmax QC(K) (2)
Kew KcWw

where QC(K) — is the clustering quality crite- ference between distribution of objects and

rion for K clustering. clusters in different clustering for equal power
Clustering K, & W is the objective if dif-  subsets 4 and B is minimal:
QC(Kobj) = argmin (QC(Kopt)A ? (QC(Kopt)B) (3)
K, S
Implementation of objective clustering in- 1. Studied data analysis and preprocessing.

ductive technology involves the following steps:  Formation of clustering aims.
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2. Determination of affinity function (level
of similarity) between objects, clusters and
between objects and clusters. Division of the
initial dataset into two equal power subsets
using chosen affinity function.

3. Selection of clustering algorithm. Setup of its
initial parameters, intervals and steps of these pa-
rameters changing during the algorithm operation.

4. Data clustering on the equal power subsets
A and B concurrently within the given range of
the algorithm’s parameters variation. Clusters
formation at each stage of the clustering process.

5. Internal, external and complex balance
clustering quality criteria calculation at each
stage of the clustering algorithm operation.

K(K—1) OCW?

6. Analysis of the obtained results. If clusters
quantity differs or if the extremum values of
clustering quality criteria are more than admis-
sible values, choice and setup another clustering
algorithm for the studied data. Otherwise, fixation
of objective clustering corresponds to the extre-
mum value of the complex balance criterion.

Comparison analysis of different clustering
quality criteria within the framework of objec-
tive clustering inductive technology is carried
out in [10]. Analysis of the obtained results
allows us to determine the complex multiplica-
tive criterion based on Calinski-Harabasz [11]
and WB-index [12]. This criterion was used
as an internal clustering quality criterion:

Qcint =

where K and N — are the quantity of the
clusters and studied objects respectively;
QOCW and QCB — are the components which
allow us to estimate quantitative of the ob-
jects character distribution within the clus-

1 K N
OCW="7 L L d&f,Cy
S=1 i=1

(N-K) OCB?

(4)

ters and character of the clusters distribution
in features space. The first component is
calculated as an average distance from ob-
jects to mass centers in clusters, where these
objects are:

()

The second component is calculated as an average distance between clusters mass centers:

where Ny — is the quantity of objects in cluster
S; x7 — is the i-th object in S cluster; C;, C; and
Cs— are mass centers of the clusters 7, j and S
respectively; d() — is the similarity metric used

K-1 K

2
QCBsz Y. d(C, C)

i=1j=i+1

(6)

to estimate proximity level of the studied vec-
tors. Correlation distance was used as a simi-
larity metric in case of high dimensional gene
expression profiles analysis:
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Y (e —X,) - (x5, — X))

i=1

d(X,,

(7)

where m — is the features quantity of the stud-
ied vector; X, and X, — are the average values
of the vectors s and p respectively. In case of

d(X,, X,) = \/ Z (X1 — X,

i=1

External clustering quality criterion was
calculated as normalized difference of internal

X)=(-n=1-—— -
\/ Z (xsii)_cs)z ’ Z (xpiifp)2

i=1

i=1

low dimensional data, correlation distance is
not effective and Euclidean distance was used
as a similarity metric:

OCin (4) = OCiy (B)

(®)

clustering quality criteria for the equal power
subsets 4 and B:

QCex (4, B) =

It is obvious that objective clustering cor-
responds to the minimum values of internal
and external clustering quality criteria.
However, it is possible that the extremums of
these criteria correspond to different cluster-
ing. Thus, it is necessary to determine com-
plex balance clustering quality criterion
which takes into account both the character
of the objects and the clusters distribution in
various clustering and the difference between
clustering results, which are obtained on the
equal power subsets 4 and B. To calculate
complex balance clustering quality criterion
Harrington desirability function [13] was
used. Implementation of this function in-
volves transformation of scales of internal
and external criteria into reaction scale the
values of which are changed linearly within
the range from -2 to 5:
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OCi (A) + OCin (B)

)

Y=a-b-Q (10)
The coefficients a and b are determined
empirically. Then the private desirabilities of
the appropriate criteria are calculated by the
formula:
d = exp( —exp(-Y)) (11)
General desirability value is calculated as
geometric average of private desirabilities:

D:n\’l—[di

i=1

(12)

The largest value of the general Harring-
ton desirability function corresponds to the
best parameters of clustering algorithm ope-
ration.
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SOTA clustering algorithm (Self-Organizing
Tree Algorithm) [14] which is a type of self-
organizing neural networks based on Kohonen
maps and Fritzke algorithm of spatial cell
structure growing [15] was used within the
framework of objective clustering inductive
technology. Opposed to Kohonen maps that
reflect a set of high dimensional input data on
the elements of two-dimensional array of small
dimension, SOTA algorithm generates a bi-
nary topological tree. Fritzke algorithm per-
forms self-organization of output nodes of
network in such a way that quantity of the
nodes increases in the field of higher density
of objects concentration and decreases in the
field of lower density. Effectiveness of SOTA
clustering algorithm operation is determined
by the two parameters: weight coefficient of
the sister’s cell (scell) and maximum diver-
gence coefficient (E). Weight coefficients of
the parent’s and winner’s cells are calculated
automatically. To calculate the optimal param-
eters of algorithm operation we propose to use
the objective clustering inductive technology.

Block-scheme of the inductive algorithm of
objective clustering based on SOTA clustering
algorithm is shown in Fig. 2. Implementation
of this model involves the following steps:

Step 1. Formation of the initial set Q2 of the
objects. Data preprocessing (filtration and nor-
malization). Presentation of data as a matrix
n x m, where n — is the quantity of the studied
objects or the quantity of the rows and m — is
the quantity of the features characterizing ob-
jects or the quantity of the columns.

Step 2. Determination of the similar metric
depending on the type of the studied vectors
by formulas (7) or (8). Division of the initial
dataset into two equal power subsets.

Step 3. Setup of SOTA clustering algorithm.
Setting of £ and b parameters and initial value
of scell weight parameter, interval and step of
its change. The pcell and wcell parameters are
changed automatically by formulas:
pcell = scell - 5; weell = pcell - 2.

Step 4. Data clustering on the equal power
subsets 4 and B concurrently. Clusters forma-
tion and internal clustering quality criteria
calculation by formulas (4)—(6) within a range
of the algorithm’s parameter interval change.

Step 5. External and balance criteria calcu-
lation by formulas (9)—(12).

Step 6. Fixation of the optimal scell param-
eter corresponding to the maximum value of
the balance criterion.

Step 7. Setting of the initial value of the
maximum divergence parameter (£), interval
and step of its change. Repetition of the steps
4-5 of this algorithm. Fixation of the optimal
E parameter.

Step 8. Data clustering by SOTA clustering
algorithm using the optimal parameters of the
algorithm operation.

Results and Discussion

Implementation of the proposed technology
was performed using three well known data-
bases: gene expression profiles of the lung
cancer patients, which were obtained by DNA
microchip experiments [16], Seeds data [17]
which contained the examined group comprised
kernels belonging to three different varieties of
wheat: Kama, Rosa and Canadian, each of
these groups contains 70 elements randomly
selected for the experiment, and Fisher’s Iris
[18] which was used as the third dataset. This
dataset consists of three species of Iris: setosa,
virginica and versicolor. Each of the groups
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contains 50 vectors. Correlation metric was
used to estimate the proximity level of the gene
expression profiles. To determine the distance
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Fig. 2. Block-scheme of
the inductive algorithm of
the objective clustering
based on SOTA clustering
algorithm

between the studied objects in case of Seed and
Iris data we used Euclidean metric since the
studied vectors in these cases have low dimen-
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sion of features space. The length of the vectors
in case of gene expression profiles was 96 (it
equals the studied objects quantity). The steps
of these data preprocessing in order to increase
the informativity of gene expression profiles
are described in [19]. The aim of the clustering
in this case is grouping of gene expression
profiles to decrease the dimension of feature
space. Vectors of Seeds and Iris data consist of

Internal CX_1 and CX_2 criteria

7 and 4 features respectively. The interval of
the scell parameter in case of gene expression
profiles dataset was changed within a range
from 0,001 to 0,2 with the step 0,001. The re-
sults of internal criteria for the equal power
subsets A and B, external criterion and complex
balance clustering quality criterion versus
weight parameter of the sister’s cell value are
presented in Fig. 3. Maximum divergence val-

External CQE and balance D criteria
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Fig. 3. Charts of internal,
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Fig. 4. Charts of internal, external and balance criteria versus weight coefficient of the sister’s cell values for Seeds data
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ue in this case E = 0,001 was taken. As it can
be seen from Fig. 3, the internal clustering
quality criteria CX 1 and CX 2, which have
been calculated on equal power subsets A and
B do not allow us to determine the optimal scell
value corresponding the objective clustering of
the studied data. External clustering quality
criterion CQE has several local minimums cor-
responding to the successful grouping of the
studied vectors. However, the analysis of gen-
eral Harrington desirability values, which takes
into account both internal and external criteria,
allows us to conclude that the best clustering
corresponds to the scell = 0,001. In this case
6659 profiles were divided into two clusters.
The first cluster contained 4276 profiles and
the second — 2383 ones. Variation of maximum
divergence value in the range from 0,001 to 1
has not changed the obtained results. Fig. 4
presents the same charts for Seeds data.

Internal CX_1 and CX_2

External CQE criterion

The scell value in this case was changed
within the range from 0,001 to 0,05 with the
step 0,002. The analysis of the charts shows that
the largest value of balance criterion is achieved
for scell = 0,013. This value corresponds also
to the least value of external clustering quality
criterion and the least difference of clustering
results for the equal power subsets A and B
(minimum difference between internal cluster-
ing quality criteria values). Fig. 5 presents the
charts of internal criteria, external criterion and
complex balance criterion versus maximum
divergence value, which was changed within
the range from 0,05 to 1 with step 0,05.

Analysis of the charts shows that the most
optimal and the most objective clustering cor-
responds to 0,7 maximum divergence value.
During clustering with the use of full dataset
the obtained results have shown that in case
of scell = 0,013 and E = 0,7 values using the

Balance D criterion
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Fig. 5. Charts of internal, external and balance criteria versus maximum divergence values for Seeds data
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percent of correctly distributed objects equals
85,5 %. It should be noted that in case of a
small change of these parameters the percent
of correctly distributed objects is decreased.
The same results for Iris data are presented in
Fig. 6 and 7. Analysis of the charts allows us

Internal CX_1 and CX_2 criteria

to conclude that the best clustering result is
achieved in case of scell = 0,029 and E = 0,5
values use. The studied Iris data were divided
into 5 clusters. The first cluster contained 50
setosa vectors. In the second clusters there
were 27 virginica vectors. The third and the
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fourth clusters contained 20 and 21 versicolor
vectors. In the fifth cluster, there were both
virginica and versicolor vectors. It should be
noted that virginica and versicolor data have
some intersection a priory.

As a conclusion, we would like to say that the
obtained results for Seeds and Iris data are not
perfect. Self-organizing SOTA clustering algo-
rithm is focused mainly on high dimensional
gene expression profiles. Better results for Seeds
and Iris data can be obtained using other cluster-
ing algorithms. However, the effectiveness of the
objective clustering inductive technology based
on SOTA clustering algorithm was shown during
the simulation process. Implementation of this
technology allows us to select objectively the
optimal parameters of SOTA algorithm opera-
tion, which corresponds to maximum value of
general Harrington desirability index.

Conclusions

The problem of gene expression profiles grouping
at the early stage of gene regulatory network re-
construction is one of the current problems of the
modern bioinformatics. Qualitatively performed
profiles grouping determines high quality of gene
regulatory network implementation. The paper
presents the inductive technology of complex
high dimensional data grouping, high objectivity
of which is determined by the use of equal pow-
er subsets during clustering algorithm operation.
Implementation of the proposed technology in-
volves estimation of clustering results for differ-
ent clustering within a given range of clustering
algorithm parameters variation using internal and
external clustering quality criteria. The final deci-
sion about the character of the studied vectors
grouping is taken basing on complex balance
criterion, which takes into account both character
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of objects and clusters distribution in various
clustering and difference of clustering results on
two equal power subsets. Harrington desirability
function was used to calculate the complex bal-
ance criterion. Simulation of clustering process
was carried out based on self-organizing SOTA
clustering algorithm using three well know data-
bases: gene expression profiles of lung cancer
patient, Seeds dataset and Fisher’s Iris dataset.
Results of the simulation have shown high ef-
fectiveness of the proposed technology. The use
of objective clustering inductive technology has
allowed us to determine the optimal parameters
of SOTA clustering algorithm operation, which
correspond to high objectivity of the studied data
grouping. During simulation process in case of
lung cancer gene expression profiles maximum
value of general Harrington desirability index
corresponded to weight coefficient of the sister’s
cell 0,001. Weight coefficients of the parents
(mother) cell and winner’s cell were 0,005 and
0,01 respectively. Maximum divergence value
was taken 0,001. 6659 gene expression profiles
were divided into two clusters. 4276 profiles were
in the first cluster and 2383 profiles were in the
second one. It should be noted that the variation
of maximum divergence value within the range
from 0,001 to 1 has not changed the character of
objects partition. Three clusters were obtained in
case of Seeds data processing. Weight coefficients
of the sister’s cell, parent’s cell and winner’s cell
were determined as 0,013, 0,052 and 0,104 re-
spectively. Maximum divergence value was
changed within the range from 0,05 to 1 with step
0,05. Maximum of Harrington desirability func-
tion corresponds to maximum divergence value
E = 0,7. The percent of correctly distributed ob-
jects in this case was 85,5 %. Small change of the
determined parameters decreased the percentage
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of correctly distributed objects. Thus, it can be
concluded that the obtained combination of the
parameters is optimal in terms of clustering ob-
jectivity. Interesting results were obtained in case
of Fisher’s Iris data use. The studied data were
divided into five clusters. Fifty setosa objects
were in one cluster. Virginica and versicolor ob-
jects were divided into four clusters. In the second
cluster there were 27 virginica data of 50. The
third and the fourth clusters contained only 20
and 21 versicolor vectors. The fifth cluster con-
tained both virginica and versicolor vectors. It is
enough logically because the virginica and the
versicolor data have some intersection a priory.
The optimal parameters in case of Iris data using
were the following: weight coefficients of the
sister’s cell, parent’s cell and winner’s cell were
0,029, 0,116 and 0,232 respectively. Maximum
divergence value was taken as 0,5. Similarly to
Seeds data the small change of the determined
parameters made the obtained clustering results
worse. As the next step of our research we plan
to create hybrid technology of gene expression
profiles grouping based on complex use of objec-
tive clustering inductive technology at the first
step of the data processing and biclustering tech-
nology on the obtained clusters at the final stage
of data grouping.
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IHayKTMBHA TEXHOJIOTisI 00’ €KTUBHOL
KJaactepu3auii npodiaiB ekcnpeciii renis
Ha OCHOBI anropurmy kiaacrepusanii SOTA

C. A. ba6iues, O. T'oxuii, O. 1. Kopuemntok,
B. 1. JIuTBuHEeHKO

Meta. Po3poOka iHAYKTHBHOI TEXHOJOTII 00>€KTUBHOI
KJIacTepu3alilii mpoQisiiB eKCIpeciii reHiB Ha OCHOBI caMo-
Oprasizyto4oro anropurmy kinacrepuzaiii SOTA. MeTtomn.
[HIYyKTUBHI METONM aHANI3y CKIATHUX CHCTEM Oyllo BH-
KOPHCTaHO Y SIKOCTi 0a30BOi OCHOBH NP CTBOPEHHI iH-
JIyKTHBHOI TEXHOJIOTIT 00)€KTUBHOI KJIaCTEpH3allii Ipo-
¢diniB excripeciit TeHiB. ONTHMaNBHI TapaMeTpu POOOTH
AITOPUTMY KJIacTepHU3allil BU3HAYAIIUCS HA OCHOBI KOMII-
JIEKCHOTO BUKOPHCTAHHS BHYTPIIIHIX Ta 30BHIIIHIX KpH-
TEpiiB SKOCTI KJIacTepH3allil Ta KOMITIEKCHOTO KPUTEPII0
Oanancy. Pe3yabraTu. Y cTarTi NpEICTaBICHO apXiTeK-
Typy IHIYKTHBHOI TEXHOJIOTi 00>€KTHBHOI KJIacTepu3allii
Ha ocHOBI anroputmy kiactepuzariii COTA Ta mokpoko-
Ba Iporieaypa ii peanizaiii. Y mporeci MojeoBaHHs 0yI10
OTpUMaHO Tpadiki 3aJIeKHOCTI BHYTPIIIHIX, 30BHIMIHIX Ta
KOMIIIEKCHOTO KpUTEpiro 6aiaHCy Big mapaMeTpiB poOoTH
ITOPUTMY KJIacTepH3allii, aHai3 SKUX JJ03BOJISIE BH3HA-
YUTH ONTHMAJIbHI TApaMeTpH pOOOTH AJITOPUTMY KilacTe-
pm3arii. BucHoBku. OTprMaHi pe3ynsTaTi MOJCTIOBAHHS
MOKAa3aJIi BUCOKY €()CKTUBHICTH 3aITPOIIOHOBAHOI TEXHO-
norii. Y BunaKy o0poOku npodisiiB eKCIIpeciii reHiB laHa
TEXHOJIOTiSI CTBOPIOE YMOBH JJISl peai3amii MOKPOKOBOI
KJIacTep-0iKJIacTep TEXHOJIOTIl IpyIyBaHHs JaHUX Ha
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paHHBOMY €Tari PeKOHCTPYKIIT TeHHOT PeryJisiTOpHOT
MEpexKi.

Kaw4doBi cJj10Ba: 00)eKTUBHA KIIACTEPH3AILis, 1HIYK-
THBHE MOJICIIOBaHHS, aqropuTM kiactepusaiiii SOTA,
KpHTepii SIKOCTI KilacTepu3atii, mpogisii eKCrpeciii reHiB.

NHaykTUBHAS TEXHOJIOTHS 00bEKTUBHOM
KJaacTepu3anum npoguiei 3xkcnpeccuii reHoB
Ha OCHOBe ajiropurMma kJjaacrepuzauuu SOTA

C. A. babuues, A. I'oxwuii, A. U. Kopreox,
B. U. JlurBuHEHKO

Heanb. PazpaboTka MHIYKTHBHON TEXHOJIOTUH OOBEKTHB-
HOHM KJIacTepH3aIliy MpoQuiiel SKCIpecchii TeHOB Ha
OCHOBE CaMOOPTaHU3YIOIIEroCs alropuTMa KiacTepusa-
i SOTA. Mertoabl. THAYKTUBHBIE METOBI aHATIN3A
CJIOXHBIX CHCTEM OBUIN MCIOJIb30BaHbI B KauecTBE 0a30-
BOIl OCHOBBI npu Co3gaHuu HHI[yKTHBHOﬁ TCXHOJIOI'NH
O0OBEKTUBHON KJIACTEpHU3AMH NMPOQIICH SKCIIPECCHH
reHoB. OnTHMaNbHBIE TTAPaMETPHI PadOTHI aNropUTMa
KJIaCTEpU3aIIH ONPE/IEISIINCh Ha OCHOBE KOMIUIEKCHOTO
WCIIONIb30BaHMs BHYTPEHHUX U BHEIIHUX KPUTCPHEB Ka-
YecTBa KJIACTEPU3ALIN U KOMITIEKCHOTO KpUTEpHs OasaH-
ca. Pesyabrarel. B crarbe npejcraBiieHa apXuUTEKTypa
WH/TyKTUBHOM TEXHOJIOTHH OOBEKTUBHOW KJIACTCPH3ALIH
Ha ocHOBe anroputMa kactepmsarmi COTA u momarosast
MpoIeaypa ee peaausanuu. B mporecce MoaeMpoBaHus
OBUIM TTONTyUYeHBI TpadUKH 3aBUCUMOCTH BHYTPEHHHX,
BHEIITHMX M KOMITJIEKCHOTO KPUTEpHsl OaaHca OT rmapame-
TPOB PabOTHI AITOPUTMA KIIACTEPHU3ALMH, aHAIN3 KOTOPBIX
TI03BOJISIET OIPEJIEIUTH ONTHMAJIBHBIE TTapaMeTphl paOOThI
ajropuTMa Kiactepusauuu. BeiBoabl. [lomyueHHble pe-
3yJIBTaThl MOJICTMPOBAHHSI [TOKA3aJIM BEICOKYIO (D (EKTHB-
HOCTb IPEUIOKEHHOI TexHOJIOrnu. B ciryuae o6paboTku
ripodueit SKCIIPecCH TEHOB JTaHHAsI TEXHOIOTHUSI CO3/1a-
eT YCJIOBHS JUIsl peain3aliy MOIIaroBoii Kiactep-OuKiia-
CTEp TEXHOJIOTUH TPYIIIUPOBKH JAHHBIX Ha PAaHHEM JTarie
PEKOHCTPYKLIMU T€HHOM PETYISTOPHOM CETH.

KnaoueBble cJ0Ba: 00ObEKTHBHAS KilacTEpU3aLys,
WHIyKTHBHOE MOJICITHPOBAHIE, AJITOPUTM KIIACTEPU3auI
SOTA, kpuTepuu KadecTBa KJIACTEpHU3AIMH, TIPOPUIN
9KCIIPECCUI TEHOB.
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